Energy-, momentum-, density-, and positivity-preserving spatio-temporal discretizations for the nonlinear Landau collision operator with exact H-theorems
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This paper explores energy-, momentum-, density-, and positivity-preserving spatio-temporal discretizations for the nonlinear Landau collision operator. We discuss two approaches, namely direct Galerkin formulations and discretizations of the underlying infinite-dimensional metriplectic structure of the collision integral. The spatial discretizations are chosen to reproduce the time-continuous conservation laws that correspond to Casimir invariants and to guarantee the positivity of the distribution function. Both the direct and the metriplectic discretization are demonstrated to have exact H-theorems and unique, physically exact equilibrium states. Most importantly, the two approaches are shown to coincide, given the chosen Galerkin method. A temporal discretization, preserving all of the mentioned properties, is achieved with so-called discrete gradients. Hence the proposed algorithm successfully translates all properties of the infinite-dimensional time-continuous Landau collision operator to time- and space-discrete sparse-matrix equations suitable for numerical simulation.

I. INTRODUCTION

This paper is devoted to investigating the discretization of the collisional relaxation problem encountered in plasmas. There, a distribution function \( f(v,t) : \mathbb{R}^3 \times \mathbb{R}_{\geq 0} \mapsto \mathbb{R}_{\geq 0} \) is assumed to evolve according to the equation

\[
\frac{\partial f}{\partial t} = \frac{\partial}{\partial v} \cdot \int_{\mathbb{R}^3} Q(v - v') \cdot \left( f(v') \frac{\partial f}{\partial v} - f(v) \frac{\partial f}{\partial v'} \right) dv',
\]

(1)
corresponding to the dynamics driven by the nonlinear Landau collision operator [1]. The dyad \( Q(\xi) = (I - \hat{\xi}\hat{\xi})/|\xi| \) in the above expression is an inversely scaled projection matrix with an eigenvector \( \xi \) corresponding to zero eigenvalue, and \( \hat{\xi} = \xi/|\xi| \). For practical purposes, the discussion in this paper will be limited to the single-species collisional relaxation problem, and we will consider only the velocity-space evolution, using normalized units to avoid
unnecessary clutter. Nothing, however, prevents generalizing our results to multiple species, if need be.

The above collisional relaxation problem can be formulated in a weak sense, given an arbitrary time-independent test function \( u(v) \). The weak formulation is

\[
\frac{d}{dt} M(u, f) = C_f(u, \ln f),
\]

where the symmetric, bilinear forms \( M \) and \( C_f \) are defined according to

\[
M(g, h) = \int_{\mathbb{R}^3} gh dv,
\]

\[
C_f(g, h) = -\frac{1}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \left( \frac{\partial g}{\partial v} - \frac{\partial g}{\partial v'} \right) \cdot f(v) Q(v - v') f(v') \cdot \left( \frac{\partial h}{\partial v} - \frac{\partial h}{\partial v'} \right) dv dv'.
\]

Provided that the distribution function \( f \) is nonnegative, the form \( C_f(u, w) \) is negative semidefinite, with a left-right null-space \( \phi = \{|v|^2, v, 1\} \).

Using the weak formulation, it is straightforward to show that the functions \( \phi(v) = \{|v|^2, v, 1\} \) generate invariant forms \( M(\phi, f) \) with respect to the dynamics and correspond to the conservation laws of energy, momentum and density. These follow directly from the null-space of \( C_f(u, w) \). Consequently, the condition \( C_f(u, \ln f) = 0 \), with respect to arbitrary \( u \), requires that \( \ln f \) is a linear combination of the functions \( \phi = \{|v|^2, v, 1\} \), corresponding to a Maxwellian equilibrium state. Furthermore, because \( M(1, f) \) is an invariant and \( C_f(u, u) \leq 0 \), one finds that \( \partial_t M(-\ln f, f) \geq 0 \), which completes the H-theorem (monotonic entropy production that vanishes only for the equilibrium state). The final property of the Landau collision integral is that it preserves the positivity of the distribution function: assuming \( f \) to be at least twice differentiable and non-negative, then, at a point \( v^* \) where \( f(v^*) = 0 \), \( \partial_v f(v^*) = 0 \), and \( \partial_{vv}^2 f(v^*) \) is positive semi-definite, the evolution equation provides

\[
\frac{\partial f(v^*)}{\partial t} = \int_{\mathbb{R}^3} Q(v^* - v') f(v') dv' \geq 0.
\]

With this paper, we target spatio-temporal discretization methods that preserve the above mentioned properties exactly, to machine precision. We shall take two different routes which, in the end, are shown to coincide. In Sec. II, we propose an Galerkin discretization of the weak form (2) that "accidentally" succeeds in achieving all the desired properties in a spatially discrete but time-continuous system. In Sec. III, we provide a mathematical explanation for this "accident", demonstrating that the proposed spatial Galerkin discretization in fact defines a finite-dimensional metriplectic structure (for an introduction to metriplectic dynamics, see \[2, 3\]). In Sec. IV, we demonstrate how the very same spatial discretization is obtained directly from the underlying infinite-dimensional metriplectic structure of the Landau collision operator. Finally, in Sec. V, we propose a temporal integration method based on the concept of discrete gradients \[4–6\] which is shown to preserve all the desired properties to machine precision. The paper is concluded in Sec. VII.

II. DIRECT GALERKIN DISCRETIZATION

In the past and present, direct Galerkin methods for the Landau collision operator have received and are receiving significant attention from applied mathematicians \[7–10\]. Based
on our previous work [11], we have learned that straightforward Galerkin discretizations of the form

\[ f_h(v, t) = \sum_i f^i(t) \psi_i(v), \]  

manage to preserve the conservation laws exactly, as long as the basis \( \{\psi_i\}_{i \in I} \) is capable of representing quadratic functions exactly within the domain of support for the chosen basis. The conservation laws are thus somewhat trivial to achieve with polynomial second-order finite-element methods. Unfortunately, the preservation of positivity and the existence of an H-theorem are much trickier. Discretizations of type (6) in general cannot guarantee the strict non-negativeness of \( f_h \). This quickly turns into realizability issues in simulations and is against the basic principles of physics. After some reflection, we have found a simple, yet elegant solution to the positivity-preservation problem that happens to be consistent with conservation laws and the H-theorem. The recipe is simple – the root idea can be tracked down to the logarithm present in (2). This section is devoted to describing the recipe in detail.

We begin by choosing an \textit{ab initio} positive discretization

\[ f_h = \exp(g_h), \quad g_h = \sum_{i \in I} g^i(t) \psi_i(v), \]  

with \( \{\psi_i\}_{i \in I} \) a second order Galerkin basis with compact support, and \( \{g^i\}_{i \in I} \) the degrees of freedom for \( g_h \). Choosing a test function \( u = \psi_i \), direct substitution of (7) to the weak formulation (2) provides us with a nonlinear matrix equation

\[ \sum_{j \in I} M(\psi_i, f_h \psi_j) \frac{dg_j}{dt} = \sum_{j \in I} C_{f_h}(\psi_i, \psi_j) g^j \quad \forall \, i \in I, \]  

which is a linearly-implicit expression for the equations of motion of the degrees of freedom. Here, the integrals within the forms \( M \) and \( C_f \) are naturally limited to the domain of support for the basis. Also, note that the square matrices \( M(\psi_i, f_h \psi_j) \) and \( C_{f_h}(\psi_i, \psi_j) \) depend on the degrees of freedom via \( f_h \), and that while \( M(\psi_i, f_h \psi_j) \) is sparse, \( C_{f_h}(\psi_i, \psi_j) \) is not. Equation (8) will be our work horse throughout the rest of the paper.

Next we show that the discretization proposed above preserves the conservation laws exactly. We start by noting that the total energy, total momentum, and density can be written as

\[ E = \sum_{i \in I} e^i M(\psi_i, f_h), \quad P = \sum_{i \in I} v^i M(\psi_i, f_h), \quad N = \sum_{i \in I} 1^i M(\psi_i, f_h), \]  

where the coefficients \( \{e^i\}_{i \in I}, \{v^i\}_{i \in I}, \text{ and } \{1^i\}_{i \in I} \) correspond to the degrees of freedom, or more precisely, to the expansion coefficients with respect to the chosen Galerkin basis for the functions \(|v|^2, v, 1\), i.e.,

\[ |v|^2 = \sum_{i \in I} e^i \psi_i(v), \quad v = \sum_{i \in I} v^i \psi_i(v), \quad 1 = \sum_{i \in I} 1^i \psi_i(v). \]  

This follows from the request that the basis \( \{\psi_i\}_{i \in I} \) exactly reproduces quadratic functions. Also note that these coefficients are unique for any polynomial Galerkin basis. Hence the
time derivatives of energy, momentum, and density vanish identically

\[
\frac{dE}{dt} = \sum_{i,j \in I} e^i M(\psi_i, f_h \psi_j) \frac{dg^j}{dt} = \sum_{j \in I} C_{f_h} \left( \sum_{i \in I} e^i \psi_i, \psi_j \right) g^j = 0, \tag{11}
\]

\[
\frac{dP}{dt} = \sum_{i,j \in I} v^i M(\psi_i, f_h \psi_j) \frac{dg^j}{dt} = \sum_{j \in I} C_{f_h} \left( \sum_{i \in I} v^i \psi_i, \psi_j \right) g^j = 0, \tag{12}
\]

\[
\frac{dN}{dt} = \sum_{i,j \in I} 1^i M(\psi_i, f_h \psi_j) \frac{dg^j}{dt} = \sum_{j \in I} C_{f_h} \left( \sum_{i \in I} 1^i \psi_i, \psi_j \right) g^j = 0, \tag{13}
\]

where we have used the equations of motion for the degrees of freedom (8), the bilinearity and the null-space of the form \( C_f(u, w) \), and the requested property that the basis \( \{\psi_i\}_{i \in I} \) reproduces quadratic functions exactly.

To prove the existence and uniqueness of an equilibrium state, as well as the H-theorem, we first note that \( \{e^i\}_{i \in I}, \{v^i\}_{i \in I}, \) and \( \{1^i\}_{i \in I} \) are the only eigenvectors of the matrix \( C_{f_h}(\psi_i, \psi_j) \), that correspond to zero eigenvalues. This follows from the fact that, for the chosen second-order polynomial Galerkin basis, there exists only one unique set of coefficients, namely \( \{e^i\}_{i \in I}, \{v^i\}_{i \in I}, \) and \( \{1^i\}_{i \in I} \), in terms of which the null space \( \phi = \{|v|^2, v, 1\} \) of the operator \( C_f(u, w) \) can be expressed. Hence the equilibrium state \( g_{eq}^i \) must be a linear combination

\[
g_{eq}^i = a e^i + b \cdot v^i + c 1^i, \tag{14}
\]

which, within the support of our finite-element basis, corresponds to the numerical distribution function

\[
f_{h, eq} = \exp \left( a |v|^2 + b \cdot v + c \right). \tag{15}
\]

Note that this expression is to be evaluated only within the supporting domain for the basis \( \{\psi_i\}_{i \in I} \). Outside, it has no meaning. Furthermore, because the energy, momentum, and density are conserved, the coefficients \( a, b, \) and \( c \) are uniquely determined in terms of the moments of a given initial state. To conclude the H-theorem, we note that the entropy

\[
S = - \int f_h \ln f_h dv \]

can be written as

\[
S = - \sum_{i \in I} M(f_h, \psi_i) g^i. \tag{16}
\]

It’s time derivative then becomes

\[
\frac{dS}{dt} = - \sum_{i \in I} M(f_h, \psi_i) \frac{dg^i}{dt} - \sum_{i,j \in I} \frac{dg^j}{dt} M(\psi_j f_h, \psi_i) g^i
\]

\[
= - \frac{dN}{dt} - \sum_{i,j \in I} C_{f_h}(\psi_j, \psi_i) g^i g^j \geq 0. \tag{17}
\]

The last line follows from the density conservation and the fact that the form \( C_f(u, w) \) is negative semidefinite, with the only nontrivial zero solution being a linear combination of
the operator’s null-space, corresponding to the equilibrium state. This concludes our proof for the direct Galerkin discretization.

Finally, we make some additional remarks. First, any generic map

\[ f_h = \Psi(g_h), \quad g_h = \sum_i g_i(t) \psi_i(v), \quad (18) \]

with \( \Psi : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \) and combined with a polynomial basis of second order, would succeed in reproducing the conservation laws and the non-negativity constraint. Second, any Galerkin basis that uniquely contains the functions \( \phi(v) = \{|v|^2, v, 1\} \) within the support of the basis would suffice to provide the desired properties. For numerical purposes, it is convenient to use bases with compact support, though, as (8) is implicit. The exception would be a basis for which \( M(\psi, f_h \psi) \) would become diagonal. Lastly, if the dyad \( Q \) were replaced with something more complicated, as in the case of a relativistic collision operator, all of the above could be generalized as long as the chosen Galerkin basis would exactly and uniquely reproduce the null-space of the corresponding \( C_f(u, w) \), within the domain of support for the basis.

### III. Metriplectic Structure of the Direct Galerkin Discretization

At first, it seems as if the properties of our discretization scheme were a pure coincidence. There exists, however, a deeper level to the collision operator and its structure preserving discretizations. Specifically, the nonlinear Landau collision operator can be cast into an infinite-dimensional metriplectic system where the conservation laws correspond to so-called Casimir invariants [2]. Consequently, a careful discretization of the structure provides a finite-dimensional metriplectic system. As it happens, the discretization described previously "accidentally" defines a finite-dimensional metriplectic structure, and that the very same structure can be derived systematically, by discretizing the infinite-dimensional metriplectic structure. In this section, we demonstrate the correspondence of the direct Galerkin discretization to a finite-dimensional metriplectic system.

Let us start by multiplying equation (8) with the inverse of the matrix \( M(\psi_i, f_h \psi_j) \), which leads to

\[ \frac{dg^k}{dt} = \sum_{i,j \in I} M^{-1}(\psi_k, f_h \psi_i) C_{f_h}(\psi_i, \psi_j) g^j, \quad \forall k \in I. \quad (19) \]

Next we use the finite-dimensional entropy (16), compute its derivative with respect to \( g^i \), and invert for the vector

\[ g^j + 1^j = -\sum_{\ell \in I} M^{-1}(\psi_j, f_h \psi_\ell) \frac{\partial S}{\partial g^\ell}, \quad \forall j \in I. \quad (20) \]

In the next step, we use the fact that the vector \( 1^j \) is an eigenvector of the matrix \( C_{f_h}(\psi_i, \psi_j) \) with a zero eigenvalue. This provides us the equations of motion in the form

\[ \frac{dg^k}{dt} = -\sum_{\ell \in I} G_{k\ell}(g) \frac{\partial S}{\partial g^\ell}, \quad \forall k \in I, \quad (21) \]
where we have collected the individual matrices together and defined

$$G_{k\ell}(g) = \sum_{i,j \in I} M^{-1}(\psi_k, f_h \psi_i) C_{f_h}(\psi_i, \psi_j) M^{-1}(\psi_j, f_h \psi_\ell).$$

(22)

To reveal the metriplectic structure in its full glory, we consider time derivatives of generic functions $U(g)$ that depend only on the degrees-of-freedom $g = \{g^k\}_{i \in I}$, so that

$$\frac{dU(g)}{dt} = \sum_{k \in I} \frac{\partial U}{\partial g^k} \frac{dg^k}{dt}.$$  (23)

With the help of this identity, we may cast (21) into

$$\frac{dU}{dt} = -\sum_{k,\ell \in I} \frac{\partial U}{\partial g^k} G_{k\ell}(g) \frac{\partial S}{\partial g^\ell}, \quad \forall k \in I,$$

(24)

The metriplectic structure of (24) then follows from the facts that (i) the matrix $G_{k\ell}(g)$ is symmetric and negative semidefinite, (ii) it has the finite-dimensional energy, momentum, and density (defined in (9)) as Casimir invariants due to the conditions

$$\sum_{i \in I} \frac{\partial E(g)}{\partial g^i} G_{ij}(g) = 0, \quad \sum_{i \in I} \frac{\partial P(g)}{\partial g^i} G_{ij}(g) = 0, \quad \sum_{i \in I} \frac{\partial N(g)}{\partial g^i} G_{ij}(g) = 0, \quad \forall j \in I,$$

(25)

and that (iii) it has a unique equilibrium state

$$g^i_{eq} = a e^i + b \cdot v^i + c 1^i,$$

(26)

with the coefficients $a$, $b$, and $c$ defined from the initial state, and that the equilibrium state satisfies the condition

$$\sum_{i \in I} \frac{\partial S(g_{eq})}{\partial g^i} G_{ij}(g_{eq}) = 0, \quad \forall j \in I,$$

(27)

To complete the cycle, we next demonstrate how (24), and consequently (8), can be obtained directly from discretizing the underlying infinite-dimensional metriplectic structure of the Landau collision operator.

IV. DISCRETIZATION OF THE INFINITE-DIMENSIONAL METRIPLECTIC STRUCTURE

The infinite-dimensional metriplectic structure of the nonlinear Landau collision operator has been known for quite some time [2]. Here we explain its connection to the weak formulation (2) and demonstrate how discretization of it provides the same equations of motion as the direct Galerkin discretization introduced in Sec. II, when the same discretization is assumed for the distribution function as there.

In terms of a negative semidefinite, symmetric bracket defined according to

$$(A, B)[f] = C_f \left( \frac{\delta A}{\delta f}, \frac{\delta B}{\delta f} \right),$$

(28)
and an entropy functional defined as
\[ S[f] = M(-\ln f, f), \]  
(29)
the dynamics of \( f \) that reproduce (1) can be recovered from the functional differential equation
\[ \frac{dU[f]}{dt} = (U, -S), \]  
(30)
by choosing a functional \( U[f] = M(u, f) \), and requiring the resulting equation to hold for all time-independent \( u(v) \). This is left as an exercise for the reader to verify. Furthermore, entropy \( S[f] \), energy \( E[f] = M(|v|^2, f) \), momentum \( P[f] = M(v, f) \), and density \( N[f] = M(1, f) \) trivially satisfy
\[ \frac{dS}{dt} \geq 0, \quad (E, A) = 0, \quad (P, A) = 0, \quad (N, A) = 0, \]  
(31)
for arbitrary functionals \( A \), and the equilibrium state corresponding to \( dS/dt = 0 \) is achieved if and only if the functional derivative of the entropy is a linear combination of the functional derivatives of the Casimirs \( E, P, \) and \( N \), corresponding to a Maxwellian.

Before we proceed with the discretization, it is useful to investigate what happens if we use a map \( f = \Psi(g) \). Since
\[ \frac{\delta A[f]}{\delta f} = \frac{1}{\Psi'(g)} \frac{\delta A[\Psi(g)]}{\delta g}, \]  
(32)
A metric bracket with respect to the function \( g \) is obtained after the substitution
\[ (A, B)[g] = C_{\Psi(g)} \left( \frac{1}{\Psi'(g)} \frac{\delta A}{\delta g}, \frac{1}{\Psi'(g)} \frac{\delta B}{\delta g} \right). \]  
(33)
Our goal is to restrict \( g \) to live within some finite-dimensional function space, basically choosing
\[ g_h(v, t) = \sum_{i \in I} g^i(t)\psi_i(v), \]  
(34)
and still preserve the Casimirs and the correct equilibrium state. This indicates that the expression (32) should be chosen so that it becomes exact for the Casimirs and the entropy when evaluated with respect to \( g_h \), so that the null-space of \( C_f(u, w) \) can be exploited. For the Casimirs, this issue has been discussed in detail in [12, 13]. To obtain the exactness also for the entropy functional corresponding to Maxwell-Boltzmann statistics, it turns out that the choice \( \Psi(x) = \exp(x) \) is essential. With these guidelines, following [12, 13] then leads to the conclusion that
\[ \frac{\delta A[f_h]}{\delta f} = \frac{1}{\exp(g_h)} \frac{\delta A[\exp(g_h)]}{\delta g} = \sum_{i,j \in I} \frac{\partial A_h(g)}{\partial g^i} M^{-1}(\psi_i, f_h\psi_j)\psi_j, \]  
(35)
where $A_h(g) = A[f_h] = A[\exp(g_h)]$. The finite-dimensional bracket with respect to the
degrees of freedom $\{g^i\}_{i \in I}$ is then obtained by substituting the discrete functional derivative
to the infinite-dimensional bracket providing

$$(A_h, B_h)_h(g) = (A, B)[f_h] = \sum_{k, \ell \in I} \frac{\partial A_h(g)}{\partial g^k} G_{k\ell}(g) \frac{\partial B_h(g)}{\partial g^\ell},$$

where the matrix $G_{k\ell}(g)$ is the one defined in (22). Finally, using (30), we obtain

$$\frac{dU_h(g)}{dt} = (U_h, -S_h)_h(g) = -\sum_{k, \ell \in I} \frac{\partial U_h}{\partial g^\ell} G_{k\ell}(g) \frac{\partial S_h}{\partial g^\ell},$$

which is the same result as given in (24) (simply replace $U_h(g)$ with $U(g)$ etc.). All the
properties are hence proven the same way as before. This concludes our discretization of
the infinite-dimensional metriplectic structure.

V. TEMPORAL DISCRETIZATION

Thus far, we have managed to convert the infinite-dimensional Landau collision operator
to a finite-dimensional, time-continuous ordinary differential equation which has been shown
to respect all of the properties present in the infinite-dimensional system. As a next step, we
propose a novel integration method, that translates all of these desired properties to discrete
time, providing a fully conservative and thermodynamically consistent set of equations that
can be implemented on a computer. While recently there has been an ambitious attempt
towards integration methods for metriplectic systems analogous of symplectic integrators
for Hamiltonian systems [14], we take a different route here.

To begin, we introduce the so-called discrete gradient methods [4–6], that are often times
used to construct integrators for Hamiltonian systems while numerically preserving first in-
tegrals, e.g., the Hamiltonian, to machine precision. Given an ordinary differential equation
of the form

$$\frac{d g^k}{dt} = -\sum_{\ell \in I} G_{k\ell}(g) \frac{\partial S}{\partial g^\ell}, \quad \forall k \in I,$$

and denoting time instances with subscripts according to $g(\delta t) = g_1$ and $g(0) = g_0$, discrete
gradient methods temporally approximate the above ODE system according to

$$\frac{g_1^k - g_0^k}{\delta t} = -\sum_{\ell \in I} G_{k\ell}[g_0, g_1] \frac{\partial S}{\partial g^\ell}[g_0, g_1], \quad \forall k \in I.$$

The operator $\frac{\partial A}{\partial g^\ell}[g_0, g_1]$ is referred to as the discrete gradient, and it is required to satisfy
the properties

$$\sum_{\ell \in I} \frac{\partial A}{\partial g^\ell}[g_0, g_1] (g_1^\ell - g_0^\ell) = A(g_1) - A(g_0), \quad \frac{\partial A}{\partial g^\ell}[g, g] = \frac{\partial A}{\partial g^\ell}(g).$$
Many such operators are known in the literature [15, 16]. Furthermore, requiring \( \overline{G}_{k\ell}(g, g) = G_{k\ell}(g) \) guarantees that the limit \( \delta t \to 0 \) collapses Eq. (39) to the correct time-continuous ordinary differential equation.

Proceeding, and using the definition of the discrete gradient (40) as well as the time-discrete evolution equation (39), we note that the temporally-discrete evolution of any function \( U(g) \) now satisfies

\[
U(g_1) - U(g_0) = -\delta t \sum_{k, \ell \in I} \frac{\partial U}{\partial g^k}[g_0, g_1] \overline{G}_{k\ell}[g_0, g_1] \frac{\partial S}{\partial g^\ell}[g_0, g_1].
\]

(41)

Hence, as long as the matrix operator \( \overline{G}_{k\ell}[g_0, g_1] \) is negative semidefinite, entropy production will be guaranteed, according to

\[
S(g_1) - S(g_0) = -\delta t \sum_{k, \ell \in I} \frac{\partial S}{\partial g^k}[g_0, g_1] \overline{G}_{k\ell}[g_0, g_1] \frac{\partial S}{\partial g^\ell}[g_0, g_1] \geq 0.
\]

(42)

Next we note the important result that will hint us on how to define the operator \( \overline{G}_{k\ell}[g_0, g_1] \). For all Casimirs \( C = \{ E, P, N \} \), i.e., energy, momentum, and density, the derivative with respect to the degrees of freedom can be written in a convenient form, namely

\[
\frac{\partial C}{\partial g^k} = \sum_{i \in I} c^i M(\psi_i, f_h \psi_k),
\]

(43)

with \( c^i = \{ e^i, \nu^i, 1^i \} \). A discrete gradient of the Casimirs is thus defined according to

\[
\overline{\partial C}[g_0, g_1] = \sum_{k \in I} c^k \overline{M}_{k\ell}[g_0, g_1],
\]

(44)

where \( \overline{M}_{k\ell}[g_0, g_1] \) is required to satisfy the condition \( \overline{M}_{k\ell}[g, g] = M(\psi_i, f_h \psi_k) \). The specific form of the matrix \( \overline{M}_{ij}[g_0, g_1] \) depends on the chosen discrete gradient. We will provide a particularly convenient, explicit form soon. With these remarks, we see that the temporally-discrete evolution of the Casimirs satisfies

\[
C(g_1) - C(g_0) = -\delta t \sum_{i \in I} \sum_{k, \ell \in I} c^i \overline{M}_{ik}[g_0, g_1] \overline{G}_{k\ell}[g_0, g_1] \overline{\partial S}[g_0, g_1].
\]

(45)

If we are to achieve the discrete-time Casimir invariance \( C(g_1) - C(g_0) = 0 \) for all possible state vectors \( (g_1, g_0) \), we must choose

\[
\overline{G}_{k\ell}[g_0, g_1] = \sum_{i, j \in I} \overline{M}_{ij}^{-1}[g_0, g_1] C_{f_h, 1/2}(\psi_i, \psi_j) \overline{M}_{j\ell}^{-1}[g_0, g_1],
\]

(46)

where \( \overline{M}_{ij}^{-1}[g_0, g_1] \) is the inverse of the matrix \( \overline{M}_{ij}[g_0, g_1] \). This is also a valid choice: since we required \( \overline{M}_{ij}[g, g] = M(\psi_i, f_h \psi_j) \), we trivially have \( \overline{M}_{ij}^{-1}[g, g] = M^{-1}(\psi_i, f_h \psi_j) \), and hence \( \overline{G}_{k\ell}(g, g) = G_{k\ell}(g) \). The choice (46) then provides the desired result

\[
C(g_1) - C(g_0) = -\delta t \sum_{i \in I} \sum_{j, \ell \in I} c^i C_{f_h, 1/2}(\psi_i, \psi_j) \overline{M}_{j\ell}^{-1}[g_0, g_1] \overline{\partial S}[g_0, g_1] = 0,
\]

(47)
which follows from the property that the basis \( \{ \psi_i \}_{i \in I} \) can present the functions \( \phi = \{|v|^2, v, 1\} \) exactly, and due to the null space of the form \( C_f(u, w) \), which together lead to

\[
\sum_{i \in I} c' C_{f_i}(\psi_i, \psi_j) = 0, \quad \forall j \in I. \tag{48}
\]

The final step is to verify the existence of a unique equilibrium state. For an equilibrium state to exist, one must have \( g_1 = g_0 = g_{\text{eq}} \). This requirement, and the evolution equation (39), provides

\[
\sum_{i \in I} G_{ki}[g_{\text{eq}}, g_{\text{eq}}] \partial S/\partial g^i[g_{\text{eq}}, g_{\text{eq}}] = 0, \quad \forall k \in I. \tag{49}
\]

Next, using the defining properties \( \partial S/\partial g^i[g_{\text{eq}}, g_{\text{eq}}] = \partial S/\partial g^i(g_{\text{eq}}) \) and \( G_{ki}[g_{\text{eq}}, g_{\text{eq}}] = G_{ki}(g_{\text{eq}}) \), we obtain

\[
\sum_{i \in I} G_{ki}(g_{\text{eq}}) \partial S/\partial g^i(g_{\text{eq}}) = 0, \quad \forall k \in I. \tag{50}
\]

From here the uniqueness of the equilibrium state follows trivially after using (20) and the null-space argument, leading to the observation that the numerical equilibrium state is given by

\[
f_{h, \text{eq}}(v) = \exp(a|v|^2 + b \cdot v + c), \tag{51}
\]

as expected.

VI. THE SPARSE MATRIX SYSTEM

To conclude our derivations, we choose a convenient discrete gradient method, and provide explicit expressions for all necessary terms, simultaneously converting (39) into a sparse form suitable for iterative inversion techniques.

We will use the second order \( O(\delta t^2) \), so-called average discrete gradient [15], that is defined according to

\[
\overline{\partial A/\partial g^i}[g_0, g_1] = \int_0^1 \frac{\partial A}{\partial g^i}((1 - \xi)g_0 + \xi g_1)d\xi. \tag{52}
\]

The explicit expression for the matrix \( \overline{M}_{ij}[g_0, g_1] \) then becomes

\[
\overline{M}_{ij}[g_0, g_1] = \int \psi_i \frac{\exp(g_{h0}) - \exp(g_{h1})}{g_{h0} - g_{h1}} \psi_j dv, \tag{53}
\]

and the average discrete gradient of the entropy is given by

\[
\overline{\partial S/\partial g^i}[g_0, g_1] = \overline{\partial S/\partial g^i}[g_0, g_1] - \overline{M}_{ij}[g_0, g_1] \delta^j, \tag{54}
\]
where the vector $\partial S - 1/\partial g^i[g_0, g_1]$ is defined as

$$
\frac{\partial S - 1}{\partial g^i}[g_0, g_1] = -\int \psi_i \frac{(g_{h0} - 1) \exp(g_{h0}) - (g_{h1} - 1) \exp(g_{h1})}{g_{h0} - g_{h1}} \, dv.
$$

(55)

For practical reasons, we have introduced the short notation

$$
g_{h0} = \sum_{k \in I} g_{k0} \psi_k, \quad g_{h1} = \sum_{k \in I} g_{k1} \psi_k.
$$

(56)

Putting everything together, and using the null-space condition once more to remove the coefficients $1^j$ in the gradient of entropy, we obtain a coupled sparse-matrix system,

$$
\sum_{k \in I} M_{ik}[g_0, g_1] \frac{g_{k1}^i - g_{k0}^i}{\delta t} = -\sum_{j \in I} C_{f_{h,1/2}}(\psi_i, \psi_j) F_j, \quad \forall \, i \in I,
$$

(57)

$$
\sum_{j \in I} M_{ij}[g_0, g_1] F_j = \frac{\partial S - 1}{\partial g^i}[g_0, g_1], \quad \forall \, i \in I,
$$

(58)

where $f_{h,1/2} = \exp((g_{h0} + g_{h1})/2)$. This system provides a nonlinear but sparse equation for solving $g_1$ in terms of $g_0$ and, if solved to machine precision, will provide all the desired properties to machine precision as well.

### VII. CONCLUSIONS

In this article we have explored spatio-temporal discretizations for the nonlinear Landau collision operator. Our results consisted of three milestones: (i) the infinite-dimensional Landau collision operator was successfully converted to an ODE with desired physical properties, (ii) this ODE was shown to have a metriplectic structure, and (iii) a successful temporal discretization of the metriplectic structure was achieved retaining all of the properties of the original infinite-dimensional system. Perhaps the most important observation was (ii), as without it, it would have been quite difficult to guess a successful temporal discretization scheme. Hence the milestone (ii) stresses the value of discretization methods that are based on the infinite-dimensional metriplectic formulation and by preserving it’s structure annihilate the guesswork. Overall, the presented results constitute an important step on the path towards ever more refined structure-preserving discretization methods for the full Vlasov-Maxwell-Landau system.